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Summary
A broad framework for the assessment of the economic impact of animal diseases and control of these diseases is described. Various levels of analysis are discussed, from the herd, to the household, the sector, the nation and the region. For each of these levels, methods of economic impact assessment are outlined and discussed with respect to the objectives, data requirements and outputs of each type of assessment. In addition, the authors attempt to describe the conditions under which the various methods might be used. To conclude, a discussion of the state of the art is presented, and areas of further research are identified.
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Introduction

Crop diseases have had a profound and well-recognized influence on human welfare and migration patterns throughout history, and the social and economic importance of these diseases has been relatively well documented (3). In contrast, the economic implications of animal diseases have received comparatively less attention, to the point where a recent presidential address to the Agricultural Economics Society of the United Kingdom (UK) urged that more work be done in applying 'old economics' to the 'new problem' of livestock disease (50). That livestock disease has still not been thoroughly explored within the analytical framework of production economics seems extraordinary. Part of the reason may be that while animal diseases have direct impacts, the more subtle implications of these diseases must also be considered (57). Another possible reason is the relative difficulty of studying livestock systems and economics compared with crop systems, because of various important differences, as follows:

- a) most livestock systems take longer than a year to complete a full cycle
- b) livestock are mobile
- c) in comparison with crop systems, livestock populations are smaller and less common, which makes collecting a representative sample more difficult
- d) livestock can reproduce in agricultural systems (while annual crops are generally managed so that they do not reproduce)
- e) livestock have an inherent capital value.

An economic impact assessment of an animal disease requires methods of analysis that provide measures of comparison. The distinction between production and productivity in such work is crucial, production being the overall level of output, and productivity indicating the return from the important limiting resource of the system. The limiting resource is not necessarily the same in all systems, and even in one system, may change over time.

Farmers keep livestock as a means of transforming resources into a wide range of outputs such as milk, meat, traction power, dung (for fertiliser, fuel or buildings), hides, wool, fibre and animals. These outputs may be used for home consumption or sold. In many societies, the ownership of livestock is important in terms of social status, and in countries with chronic inflation problems, livestock are one of
the few relatively safe investment options. Where owners have a social objective to increase the number of animals owned (and thus increase wealth), the output can be viewed as a process of reinvestment. At the agricultural sector or national level, it is the interests of society that livestock provide food in the most efficient manner. This system needs to be balanced against the possibility of being able to import similar products at competitive prices. The simple model shown in Figure 1 can be applied at both farm and sector/national levels.

The efficiency of the conversion of inputs into outputs is commonly referred to as productivity. This term can be applied to animals, individual farm enterprises, production systems or entire industries. In this paper, efficiency is defined as the rate of output divided by the rate of input. Because a livestock production system uses many different kinds of input (e.g. feed, labour, medicines) and produces several kinds of output (e.g. milk, meat, traction, manure) a common unit of productivity would be desirable. In commercial livestock systems this unit is usually the economic value of each type of input and output expressed in monetary units. Thus the productivity of a livestock production system could be defined as follows:

\[
\text{Productivity} = \frac{\text{Total value of outputs per unit of time}}{\text{Total value of inputs per unit of time}}.
\]

However, it must be stressed that the transformation process involves real resources and real products and that a money value expresses the possession of, or ability to acquire, diverse real resources and commodities (37). For livestock systems that are only partially, or not at all integrated into a monetary economy, the above measure of productivity may be of little value and another measure must be sought. The numerator, or output value, should reflect the objectives of the producer, and the denominator, or input value, should reflect the most limiting constraint(s). It would thus be totally misleading to measure the 'productivity' of a pastoral system, where milk is more highly valued than meat, and labour is not the most limiting constraint, in terms of meat offtake per person employed (84). Table I compares pastoralism with ranching, using two different productivity measures (17).

Where sufficient labour is available to operate a pastoral system and land is the most limiting resource, output per person and per day would not be an appropriate measure of production efficiency, while in a situation where labour is limiting, output per hectare would be misleading. This example also provides an illustration of the dilemma between meeting needs at the farm level and meeting those at the national level. At the farm level, the pastoral unit is obviously interested in producing sufficient food to feed and clothe a family. The system that has evolved over time is successful in achieving this objective. However, at the national level there are demands for meat in urban centres, and the pastoral system is relatively poor at supplying this demand in comparison with ranching systems. Such conflicts of interest require an understanding of the constraints at different levels to understand why livestock farmers and policy makers react in certain ways.

The effect of animal diseases in a given production system is to reduce the efficiency with which inputs are converted into outputs - i.e. decrease productivity. This effect can result either by decreasing the value of outputs for a given level of inputs or by requiring a higher level of inputs to achieve a given level of output, or both. There are various mechanisms by which disease affects animal productivity. The direct reduction in productivity caused by disease can result in losses that are clearly visible to the farmer. These losses may include the following:

a) the death of affected animals due to diseases such as anthrax or blackleg
b) lower milk yield caused by clinical mastitis
c) reduced live weight gain due to parasitosis
d) reduced capacity for work due to foot infections
e) inferior product quality such as damaged hides due to high tick burdens.

However, there may also be invisible losses such as unrealised production potential. For example, decreased levels of fertility result in 'calves not born', which in turn alters the herd structure. In some cases a disease causes indirect losses. Where herd structure is modified, the capacity of the farmer to maintain and improve the herd through selection is limited. Diseases may also incur additional costs to avoid or diminish incidence (e.g. vaccination and quarantine) or to treat cases. In some situations, farmers and livestock sectors are denied access to (better) markets because of the presence of disease.
Finally, some diseases may force the adoption of production methods which do not allow the full exploitation of the available resources, such as the use of trypanotolerant cattle of low milk production potential. Figure 2 provides a summary of the impact of disease (77).

The total cost (C) of a disease is thus the sum of the production losses (L), both direct and indirect, and the control expenditures (E):

\[ C = L + E. \]

The cost of a particular disease will vary between production systems. Foot and mouth disease (FMD), for example, will cause higher production losses in dairy herds than in beef herds, but within a given production system an inverse relationship will exist between production losses and control expenditure. This implies that the higher the treatment and prevention expenditure, the lower the losses. In most cases, this relationship between losses and expenditure will be non-linear, reflecting the non-linear nature of the classical production function.

In addition to economic impact, diseases can affect animal welfare and in turn can have a profound impact on human welfare. In the mixed crop/livestock farming systems of the tropics and subtropics, interactions between livestock and other components of the agricultural and communal system are often highly complex and, in the absence of in-depth understanding, difficult to quantify objectively. A good example of this complexity can be seen in the extensive study of the introduction of trypanosomosis in an area of smallholder farming systems in south-western Ethiopia (71). Trypanosomosis is transmitted by the blood-sucking tsetse fly and causes morbidity and mortality in both humans and livestock. The livestock disease is spread over 10 million km\(^2\) of Africa (38). Figure 3 shows that the impact of an animal disease can go beyond the reduction of livestock productivity to impact on human health and welfare. Fortunately, it appears that the processes in Figure 3 are reversible; tsetse control is being undertaken in these study sites, and improvements in human welfare are now being reported by smallholders in these areas. Animal disease affects livestock populations directly, but in south-western Ethiopia human populations are also directly affected, as are the extent and effectiveness of cropped agriculture (72).

Faced with such complexity, it is not surprising that the economic implications of animal diseases and animal disease control are under-studied. However, decisions still have to be taken: in an intensive dairy production system, given prevailing economic conditions where profit margins are tight, how much disease can be tolerated? For mixed farming systems in the tsetse areas of Africa, which control strategy for dealing with trypanosomosis is most appropriate? Or is trypanosomosis control even desirable in some areas, given the overgrazing and environmental problems that some see as an inevitable result? For the government policy maker, the decision to invest in an animal disease control programme has to be compared with investing in other types of development projects, such as building dams, improving education or perhaps controlling plant diseases. These are the types of question that impact assessment must address, if decision makers, from smallholder to government policy maker, are to be advised objectively on appropriate courses of action.

![Effect of disease](image)

**Fig. 2**
The impact of disease on a livestock system
The need for economic impact assessment of animal diseases control, then the analyst has to consider the level of the analysis, and from whose point of view the analysis is to be carried out. Once a level and the target group have been identified, an appropriate method of analysis has to be selected, often together with a method of classifying the systems under study. In choosing a method of analysis, a compromise will often have to be made between a method that is sufficiently thorough to represent the livestock system and the disease, and one that produces results that the target group will understand and be able to utilise. The method of analysis and the classification system employed will then determine data requirements.

With regard to data requirements, various questions have to be answered. Are data available on the livestock system, the disease, and the control measure? If data are missing or inadequate, are resources available to enable collection? If resources are available, which data need to be collected and in what quantity, and with which spatial and temporal resolution? Are sufficient resources available for a rigorous scientific procedure to be performed, such as the methods employed in Zambia to investigate the control of East Coast fever (ECF) (56) or is it necessary to employ cheaper, more rapid means of collecting data such as those detailed by Waters-Bayer and Bayer (87) or those used by Catley and Aden (15) in Somalia?

The various steps that have to be addressed are illustrated in Figure 4. The remainder of this paper attempts to answer the questions posed within the framework, with the exception of
Fig. 4
A framework for the impact assessment of livestock diseases and disease control

determining whether disease control measures are technically and socially acceptable. In discussing the level of the analysis and the target group, a simple classification of levels will be used, namely: the enterprise or herd, the farm or household, the sector, the nation, and the region. In particular cases, more complex classification of analytical level may be necessary. For example, at the sector level it may be necessary to identify sub-systems according to the main product produced. At the farm or household level, classification of the system by some measure of productivity may be necessary. Methods of classification are diverse, from simple criteria such as number of livestock per household, to a range of factors
concerning animal production which can then be analysed using complex statistical methods (88). The method used to classify the systems should not affect the choice of analytical technique for performing the impact assessment. An introduction to complex statistical methods of classification has been provided by Alt (2).

Any impact assessment of animal disease requires a baseline. An impact assessment does not consider overall production levels of a herd or flock, but the difference between the herd or flock with and without disease. In an analysis of a disease control strategy, the costs of the control have to be included. Within this basic model, an analyst must consider if the baseline situation is static. For example, a disease control programme may simply accelerate the process of adoption of control technologies, implying that benefits cannot be assumed to continue ad infinitum. In other situations, changes in movement and marketing systems may reduce the need for control measures, which again may reduce benefits in the future.

Methods at the herd and farm household levels

Herd level

Gross margin analysis and enterprise budgets

Gross margin analysis is used to evaluate the economic viability of an enterprise. This analysis is based on actual records and because fixed costs (defined below) are ignored, the problem of assigning these costs to enterprises is avoided. The result from a gross margin analysis is commonly expressed as output per standard unit. The standard unit is usually hectares, acres or livestock units.

The gross margin is defined as the enterprise output less the variable costs attributable to the enterprise:

gross margin = output – variable costs.

The enterprise output should include livestock and livestock product sales and purchases in addition to the change in the value of the herd or flock over time. An example of the latter component is given in Table II for a sheep enterprise.

Variable costs are resources that vary according to the enterprise chosen by the farmer and the scale of those enterprises, such as the number of cattle maintained. The variable costs should satisfy two criteria, as follows:

a) be specific to a single enterprise

b) vary approximately in proportion to the size of the enterprise.

Figure 5 details the items to include in gross margin analyses of non-grazing and grazing livestock. Although this information is based on gross margin analysis from a British farm management perspective, it still provides a useful starting point for analysis and data collection.

An enterprise gross margin measures the contribution of that enterprise to farm profit. However, the profit of the enterprise is not directly measured as fixed costs are ignored. To determine the profit of an enterprise, an enterprise budget is used; this is defined as the enterprise output minus the variable costs, or the enterprise gross margin minus the fixed costs, as follows:

enterprise budget = output – variable costs – fixed costs

or

enterprise budget = gross margin – fixed costs.

Fixed costs are resources that are assumed not to vary with the scale of the enterprise and usually include land, labour and capital.

Gross margins and enterprise budgets are useful for enterprise comparisons and for assessing enterprise productivity. These budgets can be used to perform price sensitivity analysis (discussed with respect to break-even analysis below), and a collection of gross margins can be used to select the best combination of enterprises. Dent et al. (21) recommend that the selection of enterprises for a farm system should proceed by first selecting the enterprise with the highest gross margin, then scaling this enterprise up to the maximum level possible within the constraints of the fixed assets. Subsequent enterprises would be selected in a similar manner.

Gross margins can either be generated from on-farm records or taken from standard reference books such as Farm management pocketbook by Nix (62). Both sources depend on gross margin analysis techniques being appropriate for the farming system. In smallholder farming systems, gross margin analysis has limited applicability. A gross margin values an enterprise using final financial output, which is usually represented as an output per unit of land area. In many smallholder farming systems, financial returns are not the

<table>
<thead>
<tr>
<th>Animal</th>
<th>Value</th>
<th>Flock at the beginning of the analysis period</th>
<th>Flock at the end of the analysis period</th>
<th>Change in flock value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flock value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female lamb</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Young female</td>
<td>27</td>
<td>10</td>
<td>270</td>
<td>243</td>
</tr>
<tr>
<td>Breeding ewe</td>
<td>50</td>
<td>24</td>
<td>1,200</td>
<td>25</td>
</tr>
<tr>
<td>Male lamb</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Breeding ram</td>
<td>80</td>
<td>2</td>
<td>160</td>
<td>160</td>
</tr>
<tr>
<td>Total</td>
<td>1,630</td>
<td>1,653</td>
<td></td>
<td>US$23</td>
</tr>
</tbody>
</table>
Fig. 5
Determination of gross margins for non-grazing livestock and grazing livestock
Source: adapted from the Ministry of Agriculture, Fisheries and Food, United Kingdom (55)

Gross margin analysis is a useful technique for farming systems analysis where quantitative enterprise data are available, and farmers are primarily motivated by profit maximisation. Where profit maximisation is not the main goal, the gross margin analysis structure needs to be adapted. This would probably require graphical output of resource use and production, and less reliance on the final financial figure summary. Gross margin analysis should only be used as a comparative tool if the analyst fully understands both the farming systems for which the gross margins have been derived and the underlying economic concepts of gross margin analysis itself.
These basic methods of analysis would appear to be rather simple and undeserving of discussion. However, these methods form the basis for many types of data collection activities when investigating livestock systems and are also the main generators of data for more complex methods applied at sector, national and regional levels. A poor understanding of these methods will therefore affect the quality of analysis at all levels, and for this reason space is devoted below to detailing the main components of gross margins and enterprise budgets. It should also be noted that these are the most popular methods of analysis for literate farmers, and have yet to be replaced by more complex methods at the farm/household level.

In terms of the applicability of gross margin and enterprise budget data to animal disease impact assessment, high-quality gross margins and enterprise budget data provide the baseline productivity information for a system that enables much further analysis. Table III presents gross margins and enterprise budget analyses can be used to compare the impact of disease.

Strictly speaking, gross margins and enterprise budgets should be based on actual data. However, where time is limited for the collection of such information and where reliable data are lacking, models may be used to simulate gross margins or enterprise budgets. Such models can be developed using spreadsheets or commercial packages such as LPEC (Livestock Production Efficiency Calculator, PAN Livestock Services, Reading) (39) and PRY (Prying Livestock Productivity, Richard Baptist, University of Nairobi) (5). The latter are based on static herd models, which eliminates the need to calculate a change in herd value. The advantage of using such simulation models is that these models can be combined with rapid rural appraisal data collection methods to develop an idea of the baseline productivity of the livestock system under study. Expert opinion can then be sought to determine the potential impact of a change in disease status brought about by an intervention. This rapid ‘look and see’ methodology is a powerful tool for determining the need for further work, and can also help to explain the reasons for poor adoption of disease control strategies at the farm level.

Break-even analysis

One of the problems in using gross margin and enterprise budget analysis is the fixed nature of the prices and the outputs. This restriction can be overcome by using break-even analysis. Break-even analysis searches for the price or the yield that will return a zero gross margin or enterprise budget. The break-even price is useful if some doubt exists about the variation in the price of an output or input. Where the break-even price is below the lowest possible value of an output, the enterprise can be assumed to be relatively robust. Likewise, where the break-even price of an input is above the highest possible value of the input, then the enterprise is robust.

**Table III**

Gross margins of extensive beef systems after an outbreak of foot and mouth disease, having employed different vaccination strategies (US$)

<table>
<thead>
<tr>
<th>Item</th>
<th>No vaccination</th>
<th>Single vaccination per year</th>
<th>Two vaccinations per year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Herd</td>
<td>Cow</td>
<td>Hectare</td>
</tr>
<tr>
<td><strong>Output</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Animal sales</td>
<td>6,952.35</td>
<td>69.52</td>
<td>34.78</td>
</tr>
<tr>
<td>Milk sales</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Change in herd value</td>
<td>(604.57)</td>
<td>(9.65)</td>
<td>(4.52)</td>
</tr>
<tr>
<td>Total output</td>
<td>6,047.78</td>
<td>60.48</td>
<td>30.24</td>
</tr>
<tr>
<td><strong>Variable costs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feed</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Vaccine</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Medicines</td>
<td>63.57</td>
<td>0.94</td>
<td>0.32</td>
</tr>
<tr>
<td>Total variable costs</td>
<td>63.57</td>
<td>0.94</td>
<td>0.32</td>
</tr>
<tr>
<td><strong>Gross margin excluding forage costs</strong></td>
<td>5,984.21</td>
<td>59.84</td>
<td>29.92</td>
</tr>
<tr>
<td>Forage costs</td>
<td>2,000.00</td>
<td>20.00</td>
<td>10.00</td>
</tr>
<tr>
<td><strong>Gross margin</strong></td>
<td>3,984.21</td>
<td>39.84</td>
<td>19.92</td>
</tr>
<tr>
<td><strong>Fixed costs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labour</td>
<td>2,400.00</td>
<td>24.00</td>
<td>12.00</td>
</tr>
<tr>
<td>Capital</td>
<td>1,000.00</td>
<td>10.00</td>
<td>5.00</td>
</tr>
<tr>
<td>Total fixed costs</td>
<td>3,400.00</td>
<td>34.00</td>
<td>17.00</td>
</tr>
<tr>
<td><strong>Enterprise budget</strong></td>
<td>584.21</td>
<td>5.84</td>
<td>2.92</td>
</tr>
</tbody>
</table>
Partial budgets are concerned with four basic items (Table IV): new costs, revenue foregone, costs saved and new revenue. For the analysis, the quantity of interest is the difference between the benefits and the costs. If the benefits exceed the costs then the change would be advantageous for the farm; conversely, if the costs are equal to or greater than the benefits, then the existing system is the better option. Partial budgets are most often used for considering the use of a new input, enterprise or farm practice. Thus, this technique is useful to test the viability of introducing a new medication or a different animal management practice. The analysis should carefully consider changes that utilise (perceived) surplus resources. Many suggested changes are rarely, if ever, adopted because farmers are simply unable to put them into practice.

<table>
<thead>
<tr>
<th>Table IV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic elements of a partial budget</strong></td>
</tr>
<tr>
<td><strong>Costs</strong></td>
</tr>
<tr>
<td>New costs</td>
</tr>
<tr>
<td>Revenue foregone</td>
</tr>
</tbody>
</table>

Technical feasibility is an essential precondition of partial budgeting. A change is only technically feasible if the following factors are present:

a) the soil, climate and other physical and biological factors are conducive to the proper growth of the livestock

b) the change made in the system will not place undue strain on the existing organisation.

In summary, partial budgets assess the areas of an enterprise that are affected by the change being considered, and thus can only be used to consider changes that can be isolated from the rest of the enterprise. These budgets are based on expected values and do not incorporate uncertainty or risk. Partial budgets are appropriate for analysis of endemic diseases or for retrospective analysis of disease outbreaks. Partial budgets compare enterprises in a steady state, and ignore the time taken to reach that steady state. The time value of money is thus assumed to be zero, and this shortcoming can only be resolved by introducing discounting methods, which are discussed in the section on investment appraisal below.

### Decision analysis

In contrast to endemic diseases, some diseases are of sporadic or epidemic occurrence, so that the actual incidence of the disease on a particular farm cannot be predicted. If the probability of the occurrence of the disease or of the outcomes...
Table V
Changing the vaccination strategy of an extensive beef system from single to double vaccination against foot and mouth disease (US$)

<table>
<thead>
<tr>
<th>Costs</th>
<th>No.</th>
<th>Cost/unit</th>
<th>Total</th>
<th>Benefits</th>
<th>No.</th>
<th>Cost/unit</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>New costs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccines</td>
<td>94</td>
<td>0.29</td>
<td>26.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labour</td>
<td>94</td>
<td>0.36</td>
<td>33.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue forgone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Animal sales</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mature recovering females</td>
<td>1.50</td>
<td>182.81</td>
<td>274.22</td>
<td>Mature healthy females</td>
<td>2.85</td>
<td>203.13</td>
<td>578.91</td>
</tr>
<tr>
<td>Recovering males (2-3 years of age)</td>
<td>0.11</td>
<td>130.00</td>
<td>13.65</td>
<td>Healthy males (2-3 years of age)</td>
<td>0.11</td>
<td>143.75</td>
<td>15.39</td>
</tr>
<tr>
<td>Recovering males (3-4 years of age)</td>
<td>1.90</td>
<td>196.88</td>
<td>374.06</td>
<td>Healthy males (3-4 years of age)</td>
<td>1.70</td>
<td>218.75</td>
<td>371.88</td>
</tr>
<tr>
<td>Mature recovering males</td>
<td>0.13</td>
<td>253.13</td>
<td>31.64</td>
<td>Mature healthy males</td>
<td>0.13</td>
<td>261.25</td>
<td>35.16</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><img src="754.00" alt="754.00" /></td>
<td></td>
<td></td>
<td></td>
<td><img src="1,022.50" alt="1,022.50" /></td>
<td></td>
</tr>
</tbody>
</table>

Change in income due to vaccination programme

268.50

of events need to be considered, then some form of decision analysis is more appropriate than a partial budget for deciding on the best course of action. Decision analysis is a method of describing complex economic problems in an explicit fashion, identifying the available courses of action, assessing the value and probability of all possible outcomes, and then making a simple calculation to estimate the value of each possible course of action. There are three principal elements to be considered in decision analysis, as follows:

a) the events over which the decision maker has control (alternatives)
b) the probability of the occurrence of chance events
c) the value of various outcomes (normally expressed in monetary terms).

Multiplying the value of an outcome, such as the death of an animal, by the probability of occurrence, yields the expected value of the outcome.

Decision analysis involves the construction of pay-off tables or decision trees. Table VI shows an example of a pay-off table constructed to assess the impact of different vaccination control strategies for FMD. The cost of the disease where vaccination has not been performed has been estimated by calculating the difference between the gross margins of the herd being vaccinated twice a year and the herd not being vaccinated (Table III). The cost of no disease for the two vaccination strategies is dependent on the cost of vaccinating animals. Under each programme there are three columns: the net benefit of the programme-outcome combination (US$), the probability of the programme-outcome combination (p), and the expected value of the programme-outcome combination (US$ \times p). The sum of the expected values of the programme-outcome combinations for a particular programme is the expected value of the programme.

All pay-off tables can also be presented as decision trees. Decision trees, however, have the advantage that the chronology of events is explicitly depicted and a sequence of decisions can thereby be evaluated. By convention, decision trees are constructed from left to right, beginning with the earliest decision to be made. Decision points (nodes) are drawn as squares, and lines (branches) extending from such decision nodes represent the complete set of mutually-exclusive options being considered. Circles represent chance nodes. Branches extending from chance nodes represent the complete set of mutually-exclusive chance events that might occur at that point. All branches must be labelled, and

Table VI
Hypothetical pay-off table for three programmes for the control of foot and mouth disease in a herd of 100 cows under an extensive management system (US$)

<table>
<thead>
<tr>
<th>Outcome</th>
<th>No control</th>
<th>Programme Vaccination once a year</th>
<th>Programme Vaccination twice a year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Net benefit (US$)</td>
<td>p</td>
<td>Expected value (US$ \times p)</td>
</tr>
<tr>
<td>Disease</td>
<td>-805</td>
<td>0.1</td>
<td>-81</td>
</tr>
<tr>
<td>No disease</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
</tr>
<tr>
<td>Expected value</td>
<td><img src="81" alt="81" /></td>
<td></td>
<td><img src="81" alt="81" /></td>
</tr>
</tbody>
</table>

p: probability of the programme-outcome combination
branches for chance events have probability values. The net benefit of each path through the tree is identified at the terminal branch. Figure 6 shows the pay-off table in Table VI in the form of a decision tree. The tree is 'solved' by 'averaging out' and 'folding back'. Starting at the terminal decision node and moving towards the left of the tree, expected values are calculated for each decision (averaging out), and the most profitable decision is identified.

The estimates of all the values required in an economic decision are rarely precise and it is therefore common practice to evaluate the effect of changes in some of the estimates on the expected values. This process is called sensitivity analysis and is performed by holding all values constant except the estimate which is of interest. The decision tree is recalculated using a number of different estimates to see if the final decision would change. In some cases, small changes in a probability or outcome value will alter the final decision, while in other cases large changes will have no effect.

For the FMD example above, the Microsoft Excel® 'goal seek' function was used to determine how frequently an outbreak of FMD needs to occur to make twice-yearly vaccination worthwhile. The result was an outbreak every two to three years. This type of sensitivity analysis provides a good indication of the farm-level incentives for the control of a disease, even when estimates of disease prevalence are poor. Alternatively, one may proceed to establish the point in the spectrum of probabilities or outcomes beyond which the original decision would not be reversed (threshold analysis). Sensitivity or threshold analyses should be carried out for all values that are not based on hard data. Another tool that is being increasingly used for sensitivity analysis is the software @RISK (66). This software allows the user to assign probability distributions to all questionable or uncertain parameters simultaneously. The resulting probability distributions of possible outcomes can then be assessed in terms of their probable risk.

In summary, the steps involved in any decision analysis are as follows:

1. Definition of the problem and of all possible courses of action
2. Construction of the decision tree or pay-off table
3. Specification of the probabilities associated with each chance event
4. Assignment of all outcome values
5. Calculation of all expected values
6. Choice of the preferred option (not necessarily that with the highest expected value)
7. Performing a sensitivity analysis.

Decision analysis is generally used for relatively small decisions (e.g. whether or not to vaccinate, choice of the type of therapy). The method helps to structure problems over time and identifies the logical sequence of decisions. The analysis is based on possible outcomes and the probabilities of these outcomes, and is therefore useful for decisions regarding control programmes for epidemic diseases. The expected results are not necessarily expressed in monetary units, which can be an advantage in smallholder farming systems. However, the general technique ignores the time value of money. For some analyses a combination of investment appraisal (discussed below) and decision analysis is useful where the frequency of disease outbreaks is unknown. Outputs from the investment appraisal can be used as the outcome values.

Investment appraisal and dynamic herd models
Investment appraisal utilises the basic framework of partial budgets, i.e. identifying costs and benefits of change, but adds the concept of the time value of money. This allows the analyst to examine the impact of a change in disease over a number of years with a flow of costs and benefits. As with all forms of agricultural economics, an economic assessment is
not possible without a good understanding of the biological processes underlying the economics. For this reason the following section includes a short discussion on the types of herd models available to simulate the outputs and inputs from a livestock system to be used in an investment appraisal.

For partial budgets, the following steps were outlined:

a) identify all the benefits
b) identify all the costs.

For investment appraisal, this list alters slightly to include the following:

a) identify all benefits and the times when these benefits occur
b) identify all costs and the times when these costs occur.

The costs and the benefits of a change are then compared, but investment appraisal recognises that the value of money changes over time. For example, receiving US$100,000 now is worth more than receiving US$100,000 a year later because the US$100,000 could be invested. If the money was placed in a bank account with an interest rate of 10%, then one year later the account would hold US$110,000 and after two years, US$121,000.

Conversely, if a person is to be given a sum of money in the future rather than a sum now, it is necessary to calculate what the sum is worth in present value terms. In the example above, US$121,000 received after two years would be worth no more than US$100,000 received now, so that the present value of receiving US$121,000 two years later, is US$100,000. Converting future values into present values is known as discounting. Discounting requires knowledge of a rate known as a discount rate. The discount rate does not necessarily equate to the rate of interest offered at banks. The formula for discounting is as follows:

\[ PV = \frac{X_t}{(1 + r)^t} \]

where:

\( PV \) is the present value
\( X_t \) is the amount of money in year \( t \)
\( r \) is the rate of discount (expressed as a proportion, i.e. 10% = 0.1), and
\( t \) is the number of years from the present date.

When all benefits and costs are converted to present values, comparison is possible. Comparison is commonly made using three decision-making criteria: net present value, internal rate of return, and the benefit-cost ratio.

The net present value (NPV) is the difference between the sum of the present value of the benefits and the sum of the present value of the costs. The formula to calculate the net present value is as follows:

\[ NPV = \sum B_i \frac{1}{(1 + r)^t} - \sum C_i \frac{1}{(1 + r)^t} \]

\[ NPV = PV_B - PV_C. \]

If the NPV is negative, then investment is not worthwhile, while a positive NPV indicates only that the investment might be considered.

An alternative approach to assessing an investment is the calculation of the internal rate of return (IRR) of the investment. The IRR is the discount rate that will make the net present value equal to zero. In simpler terms, the IRR is the interest rate that will make the investment just break even. In mathematical terms it is the discount rate for which:

\[ NPV = \sum B_i \frac{1}{(1 + r)^t} - \sum C_i \frac{1}{(1 + r)^t} = 0. \]

If the IRR exceeds the minimum acceptable discount rate or the opportunity cost of money, the project is worth further consideration.

A third criterion, the benefit-cost ratio (BCR), is calculated by dividing the sum of the present value of benefits by the sum of the present value of costs, as follows:

\[ BCR = \frac{\sum B_i}{\sum C_i} \frac{1}{(1 + r)^t} \]

An investment is worth considering if the BCR is greater than 1.

Each of these three investment appraisal criteria has strengths and weaknesses (29), and for this reason the results of an investment appraisal are commonly presented with all three measures of project worth.

Investment appraisal provides the basis for much economic impact assessment of livestock diseases and control. However, it is important to recognise the difficulties of assessing costs and benefits from livestock systems. Livestock are difficult investments to appraise, because animals take a number of years to reach maturity and have the ability to reproduce. These characteristics mean that modelling of the livestock system under study is often necessary for satisfactory impact assessments.
Performing a CBA of disease control projects requires a process similar to partial budgeting. The value of the whole livestock system is not what is of interest. Instead, the analyst examines how proposed changes in health management and treatment will affect the output of the livestock system under study. To do this, the losses incurred due to the disease must be calculated, generally either through mortality or morbidity, and in addition, the costs of control or eradication of the disease must be calculated.

**Mortality**

The cost of losing an animal to disease can in most cases be taken as the market value of that animal, as this should reflect the expected future income from the animal. However, if the animal can be sold after death there may be a salvage value. It is also important to recognize that acutely sick animals may be slaughtered. An animal slaughtered because of illness will probably have a lower value than if slaughtered at the time the farmer planned. However, slaughtering sick animals will reduce the mortality rates and increase offtake, which may appear to increase output. In this case, information should be obtained from farmers about their attitude to sick animals and to see if the slaughtering of a sick animal is classified as a death or as normal offtake. The classification used can hide the true cost of a death due to disease.

**Morbidity**

A disease is likely to have an effect on those animals that survive. This will usually affect the performance of the animals in terms of:

- a) fertility
- b) delays in reaching maturity (for reproduction or sale)
- c) decreased production of milk, eggs, wool, etc.
- d) decreased draught power available
- e) decreased weight of fattened or culled animals.

Once the effects have been quantified the different control options must be considered.

Perhaps the most efficient way of converting observations of morbidity and mortality into livestock outputs and inputs is through the use of herd models. Various dynamic, deterministic herd models have been developed within a spreadsheet containing the investment appraisal model. One example of such a model for analysing livestock diseases and disease control is CLIPPER (80). Another is TIES (73), a stochastic household model developed by a team from the International Laboratory for Research on Animal Diseases (ILRAD) and the Texas A&M University, incorporating a dynamic, deterministic livestock model with a constraint on herd size. TIES has been used to assess ECF control in smallholder farming systems in Kenya (63, 64). Yields and prices are treated stochastically, and the model produces output in the form of means and standard deviations using an investment appraisal framework. However, the model is not ideal as a tool to examine disease control options within the whole-farm system. Another study in Kenya used a separate livestock model to examine system changes more thoroughly than is possible with TIES (86).

Another alternative is to use a static herd model to generate inputs and outputs from the livestock system (5, 39), however the incorporation of these results into an investment appraisal framework is problematic. Finally, McLeod developed a stochastic, discrete time dynamic model to analyse the epidemiology of infectious disease (52). This model has been adapted and incorporated into a household resource model that includes an investment appraisal component (76). Brockington et al. (12) describe the use of a similar model (11) to analyse short-term feeding and breeding management decisions of smallholder dairy producers in Brazil.

As an example, analysis of FMD in an extensive beef system has been presented above. Differing answers were produced, including the results that effective control of the disease would be favourable and that a high prevalence of the disease would be necessary to make control worthwhile. An investment appraisal analysis is presented in Table VII, which examines the returns of a change from single to double vaccination per year in this type of system. The analysis in Table VII indicates that there are no advantages to the change, which agrees with the results from the decision tree analysis. However, if the analysis is performed again with the assumption that FMD is eradicated after five years, thereby making vaccination after five unnecessary, returns are positive.

With such assumptions, the level of analysis starts to shift from the farm/household to the sector level. To place this analysis of disease impact and control at sector or national level, a number of questions have to be answered, including the following:

- a) how many livestock owners have extensive beef systems?
- b) how many extensive beef farmers vaccinate twice per year, once per year, or not at all?
- c) what are the additional costs and benefits from having a national FMD control programme?

To answer these questions requires a classification of livestock systems and an analysis of the market, social and environmental implications. In some situations, farm/household models that predict the behaviour of livestock owners in response to a change in disease status (and hence productivity of the livestock system) are used. A brief discussion of these types of models is presented below in relation to the farm level. The models are also discussed in relation to analysis at the sectoral and national levels.

In summary, investment appraisal takes account of the time involved for a system to reach a steady state and of the time value of money. As most livestock systems have cycles that are longer than a year, this technique is extremely valuable in the economic impact assessment of livestock diseases and disease...
control. The framework of investment appraisal is the basis of CBA, which is discussed below with reference to analysis at the sectoral, national and regional levels. A weakness of investment appraisal for investigating the impact of animal diseases is the lack of a component that can consider the probability of an event occurring. As disease outbreaks are random events, this failing has to be addressed using other methodologies, which are discussed below.

**Farm/household level**

Farm management analysis techniques may be divided into two basic categories: optimisation and simulation. Optimisation techniques identify a solution to a problem within a farming system that is optimal with respect to a set objective. Simulation methods use a combination of decision structures to determine how a plan will proceed. These approaches are briefly discussed below, together with an outline of (economic) household models.

**Optimisation approaches**

Construction of an optimisation model requires the specification of a resource and activity matrix, which includes all possible activities and the constraints on resource use and production. The matrix is solved according to an objective function, which should reflect the priorities of the manager of the farming system. Early models relied on the assumption that farm families were profit maximisers, or some other simple objective, and that the activity inputs and outputs were certain and had non-integer output. The simple objective functions proved unsatisfactory as a representation of farm family priorities (20, 91) and in some cases can lead to conclusions that are impractical to apply to the actual farming system (45).

Other factors may need to be embedded in the objective function, such as the need to guarantee certain levels of home-grown food grains, social status in the community, and dislike of the drudgery of labour. A list of priorities might be proposed, rather than a single goal (74). This has given rise to an interest in the use of multiple objective or multiple criteria decision analysis, where an objective function can include more than one goal and the list can be satisfied in some chosen order (75). McGregor et al. discuss the use of this approach for guiding decision-making in grazing systems (48). Whilst this may provide a better method of representing the decision-making unit, it requires careful data collection to determine the objective function.

Zuckerman also found problems with the type of output generated by optimisation models in terms of non-integer
output (91). He recommended the use of integer programming, a technique described by France and Thornley (28).

The problem posed by incorporating farm activities with uncertain inputs and outputs into an optimisation framework has been overcome by a number of mathematical techniques, such as parametric programming, to examine the way an optimal solution changes as one or more input coefficient varies (28). These models allow the generation of a mean and a variance for different plans. To determine the minimum variance for each expected level of income from a plan, it is necessary to minimise a quadratic statement. This can be done by quadratic programming algorithms (32). However, this programming method can only deal with a limited number of dimensions, and other techniques have been developed to overcome this problem, such as MOTAD (minimum of total absolute deviations) programming (32). The use of these techniques increases the complexity of the optimisation procedure further.

The literature contains many examples of optimisation models applied to farming systems analysis (10, 58) and some more specifically to livestock systems and animal health (36, 42, 47, 61).

In summary, the identification of an ‘optimal’ solution, and also the availability of shadow prices as outputs from optimisation models, make them an attractive structure with which to analyse a production process. These models essentially replace the need for a decision maker, and in some instances are used to assess how a general decision maker will react to a change in an environment. Optimisation models are, therefore, of interest to analysts carrying out impact assessment of diseases and disease control at sector and national levels.

Constructing and interpreting optimisation models is intellectually stimulating and requires considerable skill. However, when applied to farming systems, optimisation techniques suffer a number of problems. These are as follows:

a) Optimisation models require the specification of an objective function and constraints, which in turn require either data collection and analysis or trial-and-error to produce an objective function that can adequately mimic the original system.

b) Given that an objective function can be defined, the subsequent use of an optimisation model as a predictive tool has an underlying assumption that the objective function will remain unchanged over time. Evidence of the evolution of farming systems suggests that objective functions are not always (perhaps rarely) static.

c) The structure of an optimisation model does not allow easy adaptation to different farming systems.

d) The complexity of optimisation, and the basic idea that an optimisation model produces an ‘optimal’ solution, restricts and confines willingness to question model output. This problem is experienced with highly-qualified researchers (45) as well as with farmers.

e) The provision of an optimal solution discourages the discussion of results between researchers and the people whose systems the researchers are trying to model.

f) The assumption that an optimal solution can be found implies that all relevant data are available. This raises the question of whether the search for these data is optimal or even appropriate.

Simulation techniques

Simulation models constitute a class of symbolic models, which are abstract representations of particular facets of reality that are built for specific purposes. Examples include: conceptual models such as that in Figure 3 to represent the impact of trypanosomosis in south-western Ethiopia; farm management budget analysis; and much more complex farm simulation models. The range of simulation models is immense and is growing rapidly. The more important simple simulation techniques have been covered in detail with examples above. The remainder of this section describes more complex simulation methods.

A complex simulation is taken to be the process of setting up a model of a real situation and then performing experiments with the model (90). A simulation model is computer-based and is essentially mathematical; complete flexibility is allowed as to the underlying structure; a good simulation model operates upon input data to produce output data by mimicking particular processes and parts of reality that are of interest to the analyst. They are built essentially for prediction, and this predictive ability can be used for many purposes. Generally, a simulation model may be appropriate where the system under study:

a) cannot be solved or investigated by optimisation methods

b) involves highly dynamic relationships possibly over many time periods

c) contains many subsystems that cannot easily be controlled and studied simultaneously

d) cannot be subjected to experimentation (83).

Simulation model building can be very expensive and time-consuming, and data shortages may mean that simplifying assumptions have to be made which seriously compromise the integrity and validity of the model. Recent developments in computer software, however, mean that powerful platforms (e.g. Stella® [34]) are now available for constructing dynamic simulation models relatively quickly. A considerable number of simulation models are also available 'off-the-shelf' that can be used for particular purposes, sometimes with minimal modification.
Some well-known herd simulation models were mentioned in the investment appraisal section with reference to herd modelling techniques, however, more complex systems models also exist. Jarvis used a simulation model to obtain a suitable age of sale for cattle systems in Argentina and Africa (40, 41). The model selects the optimal age at sale by identifying the point at which the increase in animal value equals the rate of interest. Ariza-Nino and Shapiro (4) and Steinfield (82) also used the model to determine the age-of-sale of livestock in African pastoralist and mixed farming systems, respectively. Recent developments have seen the construction and application of rather detailed biophysical models of the crop/livestock system for decision support (for example Herrero et al. [33]), and such models could also be used to investigate disease control impacts at the farm level.

Simulation models have been criticised on the grounds that the results obtained are not objective in the same way as those generated from 'more formal and general optimising algorithms' (23). On the other hand, simulation models have enormous flexibility and can be structured in almost any way that is appropriate to the problem under investigation. Only within the last few years have some of the more complex farm management analysis techniques started to be applied by commercial farmers, particularly related to the irrigation, nutrient and pest management of relatively high-value crops in Europe and North America, under the general rubric of precision farming. While the vast majority of livestock farmers see limited applicability of these modelling techniques in managing their own operations, simulation models of proven predictive power in assessing farm-level responses to changes in disease status and technology have much potential in the arena of sector- and national-level analysis.

**Household modelling techniques**

The differences between complex farm management modelling techniques and household modelling techniques are, in some instances, not great. One component that sets household modelling apart is the recognition of the value of household time in any production or consumption activity. Many farm household models draw on the farm household theory of Chayanov and on 'new home economics' (24). The latter subject originates from a paper by Becker on time allocation within the household (7). Nakajima introduced the notion of the farm household as an economic unit into economic theory (60). The farm household can be represented as three interacting sub-systems: 'the farm-firm, the labourer's household and the household consumer'.

Household models have been developed and used for a number of mixed farming systems around the world (6, 13, 19, 35, 46). However, the authors are not aware of any such models having been developed and applied for the impact assessment of animal diseases and disease control. The combination of the modelling methods of livestock systems with those of household economics would most probably produce such a complex model that only the analyst who constructed the model would fully understand the output. If such a model were available it would undoubtedly be applied at the sector or national level.

**Summary of methods at the herd and farm household levels**

A series of techniques has been presented for economic impact assessment of animal disease and disease control. Gross margin analysis and enterprise budgets are key methods for directing data collection to obtain baseline information on the productivity of livestock systems. This information is necessary to compare livestock systems with different disease status and/or under different disease control regimes. The analysis of a change from one disease control strategy to another is best performed using partial budgeting that assesses additional costs and benefits. Where the impact of disease is spread over a number of years, investment appraisal is necessary in recognition of the time value of money. Decision analysis can be used to investigate the impact of the frequency of disease at the farm level. Approaches which attempt to model processes and decisions at the farm or household level were divided into three categories, namely:

- optimisation approaches
- simulation approaches
- household modelling techniques.

The implementation of these methods requires much data and considerable skill. While such approaches provide information at the farm or household level, most of the applications to animal disease control problems (where these exist) have involved aggregation of results up to the sector or national level. None of the techniques presented is sufficient in isolation to assess the economic impact of disease, but a combination will often provide useful insights to the incentives at the farm level for controlling livestock disease. A point to be stressed is that all these methods are dependent on the quality of data employed for the analysis. Where problems exist with data availability, an analysis will only provide guidelines to target key data that need to be collected for more comprehensive impact assessments.

**Methods at the sector, national and international levels**

The effectiveness of economic impact assessment at higher levels in the system hierarchy depends heavily on appropriate specification of the decision problem. By definition, many players are involved, and the objectives of the various stakeholders concerned have to be considered. These objectives can often be identified using some of the methods of participatory research that have emerged over the last 20 years in response to widespread concern regarding the relevance of many development activities. Proponents would see such approaches as involving a new paradigm of research
A wide array of different approaches is currently in use, but all attempt to involve stakeholders directly in the planning, execution, monitoring and evaluation of development activities (26). The development and application of frameworks such as the sustainable rural livelihoods approach (14, 79) uses people and their existing strengths and constraints as a starting point, with problem analysis being based on inclusive, iterative, holistic and dynamic livelihood assessment (14). The role of participatory approaches in identifying the objectives of the stakeholders is becoming more important when, as will increasingly be the case, these objectives are in direct conflict with each other, particularly over natural resource issues.

At the sector, national and international levels, some of the methods that can be used to assess economic impact are related, and some of the terms used have different meanings for different practitioners. In addition, a satisfactory distinction between a tool, a method, and a framework is not always easily made. With this caveat, discussion below proceeds by way of CBA (including a brief discussion on quantifying and valuing environmental impacts), economic surplus methods, mathematical programming or optimisation methods, and simulation and systems analysis. The text is not a comprehensive classification of methods available, but is intended to provide a practical set of major headings under which various approaches and issues can be discussed. All economic impact assessments require methods to identify and determine costs and benefits. In a broad sense, CBA can be seen as the over-arching framework into which the outputs from other tools and methods can be incorporated.

**Cost-benefit analysis**

Cost-benefit analysis is one of the most common methods of project appraisal (89). In the strict sense of the term, as used by Dasgupta and Pearce (18), for instance, the province of CBA is defined as projects or activities that involve public expenditure, because what is being valued are the costs and benefits to society. Determining the advantages and disadvantages of particular choices is the basis of all impact assessment, and has enormous intuitive appeal. However, as noted above, the definition of costs and benefits is not always straightforward. For societal impact assessment, which is the aim of CBA, the same problem exists. Cost-benefit analysis is a framework that attempts to incorporate the costs and benefits that arise from particular choices, these costs and benefits can be economic, environmental, biological and medical. However, serious problems arise in attempting to value environmental and medical impacts; the effects may not be obvious; quantification may be difficult; and valuation in economic terms may pose immense problems.

Despite this, CBA in the strict sense, can combine rigour and comprehensiveness in a way that few other frameworks can match (89); at least the framework forces the analyst to consider very seriously the major impacts of what is proposed. The basis of CBA is social welfare, but the outputs include similar criteria to those of investment appraisal. The term CBA is now often used to denote any analysis involving a comparison of the costs of some change with the benefits that accrue, whether performed at the societal level involving the use of public funds or not. In addition, Alston et al. (1) argue that when CBA is used to assess research benefits in a partial equilibrium framework, then the analysis constitutes a special case of the economic surplus method outlined below.

Dijkhuizen et al. note that if the subject is long-term disease control programmes at the regional or national levels, then CBA is typically the analytical structure of choice (22). In general, this involves estimating streams of costs and benefits associated with a particular control programme (for example) which are then discounted using the methods described above in the investment appraisal section. The discount rate to use in CBA is often a source of considerable uncertainty, but for practical purposes the real rate of interest is sometimes used (the difference between the prevailing rate of inflation and the current interest rate on saved money, for example).

Cost-benefit analyses are typically carried out to compare and contrast different strategies (disease control programmes, for example), and the outputs of such analyses include a set of investment criteria introduced above, such as the NPV, IRR, and the BCR. An example is shown in Table VIII, which details projected future costs and benefits for development and implementation of a vaccine against ECF in sub-Saharan Africa (43). Table VIII shows the maximum benefits possible (from Mukhebi et al. [59]). These benefits are then multiplied by an estimated adoption rate, the probability of success of the vaccine being developed, and a depreciation factor that arises from the fact that even a yet-to-be developed vaccine will not maintain its effectiveness over thirty years, to obtain the adjusted benefits. The total costs of the research programme, which is assumed to end in 2001, are subtracted from these adjusted benefits to provide a stream of discounted net benefits stretching to the year 2025. The NPV of this benefit stream is US$160 million, the IRR is approximately 31%, and the BCR is 15:1.

Various examples exist of the application of CBA (in the strict sense, or what Bennett [8] terms ‘social CBA’) to animal health problems (25, 68). The data requirements of social CBA are very heavy, the final analyses may be very sensitive to small changes in assumptions (discount rates, adoption rates, etc.), and some of the costs and benefits may be extremely difficult (and contentious) to value appropriately.

The term CBA is currently widely used to include studies that consider individual and societal costs and benefits. In this broad sense, CBA often involves fairly simple frameworks that compare costs and benefits not necessarily over the long term, and is fairly widely used in animal disease control problems. For example, Bennett et al. use a standard methodology to study the economic importance of non-notifiable diseases of
Table VIII
Estimated benefits of a hypothetical East Coast fever vaccine in sub-Saharan Africa (43, 59)
Discount rate 5%, research period 1996-2001, 10 years to maximum adoption, ceiling adoption level 30%, probability of research success 50%

<table>
<thead>
<tr>
<th>Year</th>
<th>Maximum benefits (US$ millions)</th>
<th>Adoption rate</th>
<th>Probability of success</th>
<th>Depreciation factor</th>
<th>Adjusted benefits (US$ millions)</th>
<th>Total costs (US$ millions)</th>
<th>Net benefits (US$ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>168</td>
<td>0.00</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
<td>1.80</td>
<td>-1.80</td>
</tr>
<tr>
<td>1997</td>
<td>168</td>
<td>0.00</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
<td>2.00</td>
<td>-2.00</td>
</tr>
<tr>
<td>1998</td>
<td>168</td>
<td>0.00</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
<td>2.20</td>
<td>-2.20</td>
</tr>
<tr>
<td>1999</td>
<td>168</td>
<td>0.00</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
<td>2.40</td>
<td>-2.40</td>
</tr>
<tr>
<td>2000</td>
<td>168</td>
<td>0.00</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
<td>2.60</td>
<td>-2.60</td>
</tr>
<tr>
<td>2001</td>
<td>168</td>
<td>0.00</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
<td>2.80</td>
<td>-2.80</td>
</tr>
<tr>
<td>2002</td>
<td>168</td>
<td>0.02</td>
<td>0.50</td>
<td>1.00</td>
<td>1.68</td>
<td>0.00</td>
<td>1.68</td>
</tr>
<tr>
<td>2003</td>
<td>168</td>
<td>0.03</td>
<td>0.50</td>
<td>1.00</td>
<td>2.52</td>
<td>0.00</td>
<td>2.52</td>
</tr>
<tr>
<td>2004</td>
<td>168</td>
<td>0.05</td>
<td>0.50</td>
<td>1.00</td>
<td>5.04</td>
<td>0.00</td>
<td>5.04</td>
</tr>
<tr>
<td>2005</td>
<td>168</td>
<td>0.10</td>
<td>0.50</td>
<td>1.00</td>
<td>8.40</td>
<td>0.00</td>
<td>8.40</td>
</tr>
<tr>
<td>2006</td>
<td>168</td>
<td>0.15</td>
<td>0.50</td>
<td>1.00</td>
<td>12.60</td>
<td>0.00</td>
<td>12.60</td>
</tr>
<tr>
<td>2007</td>
<td>168</td>
<td>0.20</td>
<td>0.50</td>
<td>0.99</td>
<td>16.83</td>
<td>0.00</td>
<td>16.83</td>
</tr>
<tr>
<td>2008</td>
<td>168</td>
<td>0.24</td>
<td>0.50</td>
<td>0.95</td>
<td>19.76</td>
<td>0.00</td>
<td>19.76</td>
</tr>
<tr>
<td>2009</td>
<td>168</td>
<td>0.25</td>
<td>0.50</td>
<td>0.97</td>
<td>21.18</td>
<td>0.00</td>
<td>21.18</td>
</tr>
<tr>
<td>2010</td>
<td>168</td>
<td>0.28</td>
<td>0.50</td>
<td>0.96</td>
<td>22.58</td>
<td>0.00</td>
<td>22.58</td>
</tr>
<tr>
<td>2011</td>
<td>168</td>
<td>0.29</td>
<td>0.50</td>
<td>0.95</td>
<td>23.14</td>
<td>0.00</td>
<td>23.14</td>
</tr>
<tr>
<td>2012</td>
<td>168</td>
<td>0.29</td>
<td>0.50</td>
<td>0.94</td>
<td>22.80</td>
<td>0.00</td>
<td>22.80</td>
</tr>
<tr>
<td>2013</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.93</td>
<td>23.44</td>
<td>0.00</td>
<td>23.44</td>
</tr>
<tr>
<td>2014</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.92</td>
<td>23.18</td>
<td>0.00</td>
<td>23.18</td>
</tr>
<tr>
<td>2015</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.91</td>
<td>22.93</td>
<td>0.00</td>
<td>22.93</td>
</tr>
<tr>
<td>2016</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.90</td>
<td>22.68</td>
<td>0.00</td>
<td>22.68</td>
</tr>
<tr>
<td>2017</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.89</td>
<td>22.43</td>
<td>0.00</td>
<td>22.43</td>
</tr>
<tr>
<td>2018</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.88</td>
<td>22.18</td>
<td>0.00</td>
<td>22.18</td>
</tr>
<tr>
<td>2019</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.86</td>
<td>22.92</td>
<td>0.00</td>
<td>22.92</td>
</tr>
<tr>
<td>2020</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.84</td>
<td>21.17</td>
<td>0.00</td>
<td>21.17</td>
</tr>
<tr>
<td>2021</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2022</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2023</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2024</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2025</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
</tbody>
</table>

Adjusted benefits (US$ millions)

Discount rate 5%, research period 1996-2001, 10 years to maximum adoption, ceiling adoption level 30%, probability of research success 50%

Net present value (NPV) of the benefits: US$160 million
Internal rate of return (IRR): 31%
Benefit-cost ratio (BCR): 15

Table VIII (Continued)

<table>
<thead>
<tr>
<th>Year</th>
<th>Maximum benefits (US$ millions)</th>
<th>Adoption rate</th>
<th>Probability of success</th>
<th>Depreciation factor</th>
<th>Adjusted benefits (US$ millions)</th>
<th>Total costs (US$ millions)</th>
<th>Net benefits (US$ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2026</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2027</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2028</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2029</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
<tr>
<td>2030</td>
<td>168</td>
<td>0.30</td>
<td>0.50</td>
<td>0.83</td>
<td>20.92</td>
<td>0.00</td>
<td>20.92</td>
</tr>
</tbody>
</table>

In the strict sense, CBA purports to be a method of analysis for helping society decide what is acceptable and what is not. Population increases, concomitant pressure on natural resources, and questions of sustainability are placing the environment firmly in the centre of the development stage. Environmental impacts have to be valued and brought into the equation, for without these, the indicators of economic performance and sustainable development that are generated will be seriously incomplete and probably fatally flawed. No-one contends that the economic valuation of environmental impacts is easy, and some would define certain environmental factors to be inherently non-quantifiable, such as beauty and life itself. However, techniques do exist for valuing such apparent imponderables, and the consideration...
of such factors, even very imperfectly, is surely preferable to ignoring them altogether. Winpenny has reviewed common estimators of environmental effects, such as the effect on production approach, contingent valuation, travel costs, and the human capital approach (89). He notes that the amount of space devoted to these respective methods in the literature is sharply at odds with the extent to which the methods have actually been used in the tropics and subtropics. Thus, while tools do exist with which to value environmental costs and benefits, the data requirements, especially for the more sophisticated techniques, are considerable.

**Economic surplus methods**

In discussing the approaches used to measure the economic consequences of agricultural research, Alston et al. (1) present a relationship (a production function) between the following:

- a) current output or productivity, which is dependent on current flows of inputs such as concentrates or fertiliser
- b) uncontrolled factors such as the weather
- c) current and past investments in agricultural research and extension.

Alston et al. divide most of the approaches used into two groups, namely: econometric approaches, which seek to quantify such relationships directly; and approaches based on economic surplus methods, which progress beyond the production function to study impacts of change on supply functions.

At aggregated levels in the hierarchy of systems, economic surplus methods have been used fairly widely to assess the economic impacts of change. These changes may be brought about by new agricultural technology, such as the application of an animal disease control technology or strategy in a region. For this reason, economic surplus methods have been used to assess past or future research activities. Rather than trying to assess the algebraic relationship between outputs and inputs, economic surplus methods are based on the premise that change, brought about by new technology or policy shifts, has an effect on the supply of the commodity (or commodities) being produced. This in turn changes the price paid for the commodity by consumers in society. Economic surplus methods attempt to quantify these shifts and to estimate the impact that change has for both the producers of the commodity and the consumers who purchase the commodity.

The basis of the economic surplus model in a closed economy is shown in Figure 7 (this discussion is based on Alston et al. [1]). The demand for a commodity (for example, beef) is shown as the demand curve D. The supply of beef before any change occurs is $S_0$, and as this system is in equilibrium, the market produces $Q_0$ tons of beef at a market price of $P_0$. These supply and demand curves relate to a flow of the commodity per unit time. In such a system, technical change could be brought about by a wide-ranging cattle disease control strategy, for example, that reduces production costs for farmers and generates the production of more beef per unit of input cost than before the change. In this situation, the supply curve shifts downwards to $S_1$ and a new equilibrium is (instantaneously) created that provides a quantity $Q_1$ of beef to the market that is purchased by consumers at price $P_1$. Consumers are in a better position than before, because the price of beef has dropped from $P_0$ to $P_1$. Farmers may be better off; the unit production costs have decreased because of the change, the price they receive from the market has decreased, but the quantity farmers are selling has increased. The total benefit arising from the shifting of the supply curve from $S_0$ to $S_1$ is equal to the area shaded in the top part of Figure 7, i.e. the area below the demand curve between the old and new supply curves. This total benefit can be partitioned between the cost saving on the original quantity produced and the total value of the increase in production minus the total cost of this increase in production (Figure 7, bottom graph A). More usually, the total surplus is partitioned between benefits to consumers and benefits to producers (Figure 7, bottom graph B for a parallel shift in the supply curve). In general, the distribution of the benefits depends on the shape and slopes (elasticities) of the supply and demand curves and on the size and nature of the supply shift.

The key steps of economic surplus methods are as follows:

- a) technological change occurs (or is posited to occur)
- b) the change has an impact on the location of the supply curve of the commodity
- c) analysis takes place to estimate this shift in supply and to identify the new market equilibrium
- d) the partitioning of the benefits are calculated.

The basic model has been extended in numerous ways. Non-linear supply and demand curves, non-parallel shifts in the supply curve (pivotal shifts, for example), multiple markets for a single commodity, multiple commodities, shifts in the demand curve as a result of quality changes, for instance: all these adjustments and more can be incorporated within the economic surplus framework.

Various criticisms have been made of economic surplus methods from both a conceptual and a practical point of view. Some of the conceptual problems concern the need to make value judgements and issues of policy irrelevance, although Alston et al. see few of these problems as being insurmountable (1). From a practical point of view, perhaps the major problem of the approach is that substantial efforts are required to collect, process and analyse economic and technical data (27).

Various examples exist of the application of economic surplus methods to assess economic impacts of animal disease control technology. Kristjanson et al. study the potential impact of an as-yet-undeveloped vaccine for trypanosomosis in Africa (44).
The study involved a multi-disciplinary collaborative effort to specify and integrate models examining the biophysical, economic and spatial aspects of trypanosomosis in Africa. First, a biophysical herd simulation model, using field data from Ghibe, Ethiopia, was used to estimate the productivity of cattle before and after tsetse control. Second, an economic surplus model was estimated to value this increase in productivity and capture the uncertainties involved in on-going development of a new technology (i.e. a trypanosomosis vaccine). Third, tsetse distribution data were overlaid with cattle densities in a geographic information system (GIS) to determine the livestock population at risk, to estimate cattle densities in tsetse versus non-tsetse areas, and to extrapolate the Ghibe results to the rest of Africa. The potential productivity gains estimated in the herd model (comparing the productivity of cattle before and after successful tsetse control) suggest that a vaccine could significantly reduce the cost of producing milk and meat in Africa. The lower production costs would lead to increased meat and milk supplies and reduced prices to consumers. The value of the potential increase in milk and meat production with trypanosomosis control was estimated to range from US$420 million to US$1.1 billion per year. The net present value of trypanosomosis vaccine research carried out by the International Livestock Research Institute and national partners was estimated to be in the range of US$170 million to
benefits arising from an ECF vaccine shown in Table VIII took US$470 million, with an internal rate of return of between 28% and 38% and a benefit-cost ratio varying from 20:1 to 54:1. (In the same way, the calculation of the maximum benefits arising from an ECF vaccine shown in Table VIII took account of the increased production arising from the use of the vaccine and the resultant drop in consumer price that is calculated to occur.)

Another example of the explicit use of economic surplus methods is provided by Ott et al., who used the framework to measure the national economic benefits of reducing livestock mortality (with an example of pigs in the United States of America) (65). Data requirements for this type of analysis are considerable. Information is required on the following:

a) productivity impacts, which may be difficult to quantify
b) costs and prices and elasticities of supply and demand for the commodities involved
c) adoption data have to be assembled, for ex post studies either by collection through adoption studies or rapid surveys, while for ex ante studies, expert opinion must be sought concerning likely adoption lag time and ceiling adoption levels
d) a decision must be made about the appropriate discount rate to use in the analysis
e) if the study is ex ante, then a decision must be made, again using expert opinion, about the likely success of the intervention (control programme or research activity).

Especially for analyses in the tropics and subtropics, many of these data are difficult to obtain, in particular, productivity impacts and adoption levels. On the other hand, the framework is fairly flexible, and for impact assessments that seek to quantify the effects of animal disease control programmes or technology changes at the sectoral, national or international level, then few (if any) realistic alternatives exist to methods based on notions of economic surplus.

Mathematical programming methods

The optimisation methods outlined above with regard to the farm level have not been used widely for animal health purposes at the regional or national levels. One example is Hailemariam et al., who investigated the economics of trypanosomosis control in Ethiopia using linear programming methods (30). Dynamic programming (which is not a variant of linear programming) involves the search for an optimal solution involving a sequence of decisions over time. This method has been used by Hall et al. to model the economics of different animal health control programmes, specifically the control of ECF in zebu cattle on the Lilongwe Plateau in central Malawi (31). The objective function was the present value of net benefits arising from treatment (defined as mortality savings minus treatment costs). Model constraints included herd size, herd nutritional requirements and the budget available for the various control programmes. Treatment options were tank dipping in acaricide and vaccination. Total optimal net benefits of long-term treatment from vaccination were found to exceed benefits from tank dipping.

In practice, decision makers do not generally have simple objective functions. Mathematical programming methods have been developed that allow multiple objectives to be dealt with, such as maximising profit while minimising income variability, or maximising profit while minimising soil loss. Especially when dealing with the regional or national level, the set of objectives that have to be incorporated may become very complicated. The various stakeholders may have competing objectives, which imply that compromises have to be reached. Examples of multi-criteria programming applications to animal health issues at the regional or national level are rare. Models such as that of van Keulen and Veenendaal seem to present considerable scope for the incorporation of animal health issues (83). That particular model treated animal traction in some detail, and the goals related to physical production, monetary targets and risk in a dry year, employment and emigration, all within an interactive multiple goal programming framework. Indeed, the utility of decision support systems based on multi-objective programming methods would appear to be substantial, in allowing stakeholders the opportunity to investigate 'what-if' scenarios of different options, in an effort to reach compromises interactively between the various objectives of the different groups affected.

Much ingenuity and time can be spent on specifying mathematical programming models to overcome some of the technical limitations of particular methods. However, the effectiveness of such approaches depends heavily on appropriate specification of the decision problem and appropriate specification of the objectives of the various stakeholders. As noted above, participatory approaches are particularly important in this context.

Simulation and systems analysis

Although modelling and systems analysis have been widely used to address many types of problems, including animal health issues at the animal, herd and farm levels, use of these methods at national or regional level is relatively uncommon. Such models have often been used to help derive input-output relationships which are then used in other analytical frameworks, such as CBA and economic surplus methods. Saatkamp et al. describe a simulation model based on a Markov process designed to evaluate national identification and recording schemes with respect to epidemiological impact on outbreaks of classical swine fever (78). Snow et al. used systems analysis to investigate the problem of African animal trypanosomosis in The Gambia, and identified a few trends as being of major importance: human population growth, declining rainfall, reduced fallingow, etc. (81). The existence of these trends raised
serious concerns in regard to the sustainability of traditional grazing on common land, although the study concluded that improved, intensive management strategies could help to alleviate these problems.

Considerable scope exists for relatively simple, spatial-explicit simulation models built on the basis of GIS. There are many facets to the work mentioned in the introduction to this paper, namely: the study of trypanosomosis and its control at sites in south-western Ethiopia. The field work carried out in this project has contributed to continent-wide assessments of the distribution of the tsetse fly. Recently, spatial databases of environmental conditions, land use, livestock populations and future human population scenarios, have been used to estimate the distribution of the tsetse fly in 2040, in response to predicted human population expansion and associated habitat destruction for some species of the tsetse fly (70). Such studies allow researchers to hypothesise about the future distribution of the tsetse fly, given changes in human population patterns. These databases can also be used to predict changes in tsetse fly distribution in response to small but important changes in global climate patterns; if average temperature increases by 1°C, for instance, the distribution of the fly is likely to change markedly. The role of environmental parameters in determining the distribution of tsetse is sufficiently well-known that simple spatial models can now be built of what may happen under such scenarios. This type of spatial modelling can easily be linked with simple CBAs to provide information on future changes in the range, role and relevance of these animal diseases that can have a devastating impact on human populations.

**Summary of methods at the sector, national and international levels**

Table IX attempts a synthesis of the various tools and methods discussed above, in terms of the type of problem that each tool may be amenable to solving, data requirements, outputs, and particular strengths and weaknesses. At the national and regional levels, the major framework is clearly provided by CBA, defined loosely, often incorporating notions of

<table>
<thead>
<tr>
<th>Method</th>
<th>Objective</th>
<th>Data requirements</th>
<th>Outputs</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost-benefit analysis (strict sense)</td>
<td>Compare programmes and interventions in terms of societal welfare effects (including valuation of environmental effects)</td>
<td>Productivity impacts Costs and prices Elasticities Adoption data Discount rate Environmental valuation of impacts</td>
<td>NPV IRR BCR</td>
<td>A framework that can combine rigorous with comprehensiveness</td>
<td>Data requirements Analytical skills required are substantial</td>
</tr>
<tr>
<td>Cost-benefit analysis (broad sense)</td>
<td>Compare programmes and interventions in terms of costs and benefits</td>
<td>Productivity impacts Costs, prices</td>
<td>Net benefits NPV IRR BCR</td>
<td>A framework that is generally not rigorous or comprehensive but that can be set up, applied and understood relatively easily</td>
<td>The lack of a comprehensive framework may affect the realism of the analysis</td>
</tr>
<tr>
<td>Economic surplus</td>
<td>Quantify the impacts of a shift in the supply curve and the resultant economic surplus, partition this between consumers and producers</td>
<td>Productivity impacts Costs and prices Elasticities Adoption data Discount rate</td>
<td>Economic surplus NPV IRR BCR</td>
<td>A framework that can be extended with considerable flexibility to attain realistic results at the national and international levels</td>
<td>Data requirements The economic surplus concept lacks intuitive appeal Analytical skills required are substantial</td>
</tr>
<tr>
<td>Mathematical programming</td>
<td>Maxmise an objective function, subject to resource and other constraints</td>
<td>Input-output coefficients Attitudes and objectives of stakeholders Cost-price data</td>
<td>Activity mixes Shadow prices Other outputs can be obtained, depending on the objective function</td>
<td>A flexible framework for well-behaved and well-formulated problems</td>
<td>Data requirements Analytical skills required are substantial Need a very clear understanding of the objectives of stakeholders</td>
</tr>
<tr>
<td>Simulation modelling and systems analysis</td>
<td>Use a systems model to perform ‘what-if’ scenario analysis</td>
<td>Detailed understanding of the system under study System response to particular input conditions</td>
<td>System response to particular input conditions Ability to incorporate risk, uncertainty, component interactions</td>
<td>The ultimately flexible framework</td>
<td>Analytical skills required are enormous Problem definition can be somewhat unclear - some models become tools looking for an application</td>
</tr>
</tbody>
</table>

NPV: net present value  
IRR: internal rate of return  
BCR: benefit-cost ratio
economic surplus. Mathematical programming and simulation modelling/systems analysis have a great deal to offer in terms of provision of useful information for decision-making and in quantifying costs and benefits for impact assessments, but generally these methods require considerable inventiveness for their application. Spatial simulation modelling and GIS would seem to offer exciting possibilities in the future for providing a basis for economic impact assessment of disease at regional, national and continental scales. Approaches based on a hybridisation of methods may offer considerable potential for decision makers at the sector and national levels. Farm-level information might be generated using optimisation or simulation methods, which could then be related to characteristic or 'typical' farms identified from some sort of classification (possibly GIS-based). The response from the farm level could be aggregated to the sector level using cost-benefit and economic surplus methods, to identify impacts of change at various levels in the hierarchy.

Almost all these methods require considerable analytical skill, but various trends suggest that for many institutions or organisations, this may not remain a major stumbling block in the future. Sophisticated, user-friendly software is more readily available, and in some national agricultural research programmes, impact assessment activities are becoming increasingly common as personnel are trained in the use of appropriate methods and tools. The major problem, now and in the foreseeable future, is data, and this problem is so all-pervasive in economic impact assessment in general that it warrants considerable attention.

Conclusion

A variety of tools and methods is available for performing economic impact assessment of animal diseases and disease control. These methods differ greatly in complexity and in the analytical skill required for application, but all are limited by the requirements for appropriate data. Methodologically, livestock systems are relatively difficult to investigate in comparison with many annual crop systems. In addition, many livestock systems are an integral component of mixed farm systems, so that analyses have to examine impacts at the farm or household level. Such systems are particularly common in developing countries. However, the predictive power of biophysical and ecosystem simulation models that can feed impact assessments is growing, as is the development and use of hybridisation approaches, which combine a number of the methods and tools presented above to provide the information required. Methodologies for the economic impact assessment of animal disease control undoubtedly need to be developed and refined, but at least some of the various avenues for research that might profitably be explored are comparatively clear.

In applying these models, the availability of good quality data is critical for meaningful economic impact assessment. This problem can be particularly severe in developing countries, where resources are rarely available for data collection activities. In many situations, however, models can play an important role in pinpointing variables that strongly affect system outcomes, and in this way can help to reduce the time and resources required to collect appropriate data.

An issue related to the data problem is that of how closely a model should mimic the system under investigation. One possible approach is the development of 'rough-and-ready' impact assessment methods that are less demanding of data, time and resources than those currently available, and that provide general ideas of the impact of disease. Ultimately, the choice of method will depend on the time, human and financial resources available, with due regard for the end-users. Complicated analyses will be of little use to livestock keepers unaccustomed to scientific investigation.

A systems approach to the problem of animal disease and disease control is of considerable importance. Without a clear understanding of the system and how it operates, impact assessment will be at best incomplete and at worst positively misleading. Animal diseases are an important constraint in many smallholder livestock systems, but many additional constraints exist. Elimination of one constraint will not necessarily result in potential production levels being obtained. If trypanosomosis is eliminated from large areas of Africa, the impact on cattle numbers may well be considerable, but other constraints may then operate: feed may be limiting, access to markets for selling cattle may be non-existent, or perhaps tick-borne diseases will become more important. This understanding of how systems may operate in response to change can be illuminated by the use of models, and in complex systems even relatively simple models may be able to provide the analyst with some of the information required for impact assessment.

Finally, one of the points made by McInerney (49) and McInerney et al. (51) and echoed by Perry and Randolph (67) should be reiterated. For every disease, there is a total loss associated with the disease. The exact level of total loss is not important, however. The concept of avoidable loss, and the cost of avoiding this loss, is much more useful. In the field of crop science, de Wit was the first to view crop production as a series of production levels (see, for example, Rabbinge and van Itersum (69)), as follows:

a) potential production, defined by factors such as radiation, temperature, carbon dioxide, and plant characteristics
b) attainable production, production being limited by water and nutrients
c) actual production, production being reduced by factors such as weeds, diseases and pests.
This concept defined an entire approach to studying and modelling cropping systems that still has enormous influence. The concept can be applied to animal production, and economic impact assessment most usefully should deal with attempting to protect production levels by reducing the influence of the production-reducing factors, so that production more nearly approximates attainable production – production limited by water, herbage intake, etc. Economic impact assessment of animal diseases and disease control should inform decision-making, and thus needs to be strongly focused on what is achievable, what is practical, and what is acceptable.

Méthodes d’évaluation de l’impact économique
J. Rushton, P.K. Thornton & M.J. Otte

Résumé
Les auteurs décrivent un cadre général pour l’évaluation de l’impact économique des maladies animales et de leur prophylaxie. La discussion porte sur plusieurs niveaux d’analyse, du troupeau à l’établissement d’élevage, au secteur, à la nation et à la région. Pour chacun de ces niveaux, les auteurs présentent des méthodes d’évaluation de l’impact économique et les commentent en fonction des objectifs, des besoins en données et des résultats de chaque type d’évaluation. De plus, les auteurs s’efforcent de décrire les conditions dans lesquelles les diverses méthodes peuvent être utilisées. Pour conclure, ils font le point sur l’état des connaissances en la matière, et indiquent de nouveaux domaines de recherche.
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Métodos de evaluación del impacto económico
J. Rushton, P.K. Thornton & M.J. Otte

Resumen
Los autores describen un sistema completo para evaluar el impacto económico de las enfermedades animales y de su profilaxis. Dicho sistema contempla distintos niveles de análisis, desde el rebaño, el hogar, el sector y el país hasta la región. Para cada uno de esos niveles los autores apuntan métodos de evaluación del impacto económico, estudiándolos en función de sus objetivos, los datos que necesita y los resultados que ofrece cada tipo de método, intentando describir además las condiciones en las que podrían aplicarse los diversos métodos. Por último examinan la situación actual en este campo, y señalan los aspectos que podrían abordarse en futuras investigaciones.
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